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Abstract

Modern energy is at the crossroads of cutting-edge technologies that are
revolutionizing the way power systems are controlled, managed and optimized.
Leading the way in this process are [oT (Internet of Things), FPGAs (programmable
gate arrays), and microcontrollers, including powerful devices such as ESP32.
These technologies not only significantly improve the efficiency and reliability
of energy systems, but also open up new prospects for creating sustainable and
intelligent energy infrastructures.

In the Republic of Kazakhstan, energy systems are actively monitored and
optimized in order to ensure stable development and meet the growing energy
needs of society. The use of [oT technologies allows you to quickly collect data
on the operation of energy networks, analyze electricity consumption and predict
changes based on information from sensors installed in various network nodes.

The use of an FPGA provides high-speed processing of large amounts of data,
which is necessary for real-time monitoring and control in conditions of rapidly
changing load and dynamic energy processes. These capabilities help improve
system resiliency and prompt response to accidents or network anomalies that
occur. In this article, we will look at how IoT technologies, FPGAs, and a hybrid
approach to modeling using EWT-LSTM-RELM-IEWT, as well as
ESP32 microcontrollers, affect the development of the energy industry in the
Republic of Kazakhstan. We will analyze current and prospective solutions aimed
at optimizing energy systems and ensuring sustainable development of the national
energy sector in the face of modern challenges and requirements.
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AnHoramusi. Kasipri sHepretuka okyienepi Oackapy, Oakpuiay IKoHE
OHTAWJIAH/BIPY TACUIAEPIH TyOereisli e3repTeTiH O03bIK TEeXHOJOTHSIIAPIbIH
TOFBICBIHAA TYp. by ynepicte skerexuni penai loT (3arrap mnTepneri), [TJIMC
(OarmapiiamManaHaThIH JIOTHMKAIBIK HHTETPAAbl cxemanap) skone ESP32 cuskrol
KyaTThl KYPBUIFBLIApABI KOCa ajfaH/Ja MHUKPOKOHTpOJUIEpJiep aTkapaabl. by
TEXHOJIOTHSUIAD DSHEPreTHUKANBIK IKYHENepAiH THIMIUNIT MEH CeHIMIUIITIH
alTapibIKTail apTTHIPbIN KaHa KOMMai, TYPAaKThl KOHE aKbUIJbl SHEPTreTUKAIBIK
WHPPaKYPbUTBIM/BI KYPY/BIH KaHa MYMKIHIKTEpiH amabl.

Kazakcran PecrnyOnukacbiHga SHEPreTUKAJIBIK KYHenepai TypakThl Jamy/bl
KaMTaMachl3 €Ty JKOHE KOFaMHBIH OCII KeJie JKaTKaH dHEPrusi KaKeTTUIKTepiH
KaHaraTTaHbIPY YIIiH OelceH Il Typae OaKbuiay )KoHe OHTaHIaHABIPY KYPriziieni.
[oT TexHomOTHSIAPBIH TaiJasiaHy SHEpPrHs >KENiJICpiHIH JKYMBICHI Typajbl
JepeKTepAl JKbUILAAM JKUHAYFa, JIEKTP SHEPTUSCHIHBIH TYTHIHBUIYBIH TasayFra
KOHE OKEJIHIH OopTYpil HYKTENepiHAEC OpHATBUIFAH JaTYMKTEPIACH aJiblHFaH
aKnapar HeriziHze e3repicTepai OorKayFa MYMKIHIIK Oepeni.

[JIMC-Ti konmaHy YJKEH KeJieMJEri JACPEeKTEpli *KOFapbl KbLUIIAMIIBIKIICH
OHJICY/II KaMTamachl3 eTeii, OyJl Te3 ©3TrepeTiH JKYKTEeME MEH JMHAMUKAJIBIK
SHEPIreTUKAIBIK MPOLECTEP JKaFIaiblHAa HAKTBl YaKbIT PEKUMIHJE MOHUTOPHHT
XoHe OacKkapy YIIiH KaxeT. by MyMKiHIIKTep Ky HeH1H TYPaKThUIBIF bIH apTTHIPHIIL,
ararTap MEH elli aHOMaJIUsIIapbIHA KEJIeI Kayar Oepyre KOMEKTECe/Il.

byn wmakanama IoT texuomorusumaper, IIJIMC xome EWT-LSTM-
RELM-IEWT konnaHaTelH THOpPHATI MOJIENbJACY Tocui, coHmaii-ak ESP32
MUKpOKOHTpouiepnepinin ~ Kazakcrtan  PecnyOnukachlHBIH — 9HEPreTHKAIBIK
cayiachlHa KaJlaif ocep eTeTiHIr KapacThIpbuiaabl. bi3 Ka3ipri koHe OonalakTarsl
SHEPIreTUKAIBIK JKYHeJep/Al OHTaWIaHABIPYyFa >KOHE YITTBIK HSHEPreTHKAIbBIK
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CEKTOPIBIH TYPaKTbl JaMyblH KaMTaMachl3 eTyre OarbITTalFaH MIeHIiMIepal
TaJ1aiMBbI3.
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(EWT), y3ak kpicka mep3imi sxaasl (LSTM), perynspuzanusianFaH 3KCTpeMaIbl
okpiTy MammHackl (RELM), skeTinmipinreH SMIMPHUKAIBIK BEHBIET TYPICHIIpY
(IEWT).
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AnHoTtanusi. CoBpeMeHHasi SHepreTHKa HaXOAMTCSl Ha TIEPECEUCHUH TepeIo-
BBIX TEXHOJIOTUH, KOTOPBIE PEBOIIOLIMOHU3UPYIOT CIIOCOOBI yIIpaBIeHUsI, KOHTPOJIS
W ONITUMM3ALMHN SHEPreTHYECKUX CUCTeM. B aBaHrapze sToro mpoiecca HaXodsT-
cst loT (Mutepuer Beweit), [IJIMC (mporpammupyembie JOrHUECKAE MHTETPalb-
HBIE CXEMBlI) 1 MHUKPOKOHTPOJUIEPBI, BKJIIOYasi MOILIHBIC YCTPONCTBA, TAKHE Kak
ESP32. OTu TeXHOIOTHH HE TOJBKO 3HAYUTEIBHO MOBBIMLAIOT 3PGEKTUBHOCTD U
HAEKHOCTh SHEPIrEeTUYECKUX CUCTEM, HO U OTKPBIBAIOT HOBBIE MIEPCIIEKTUBBI 1151
CO3JaHMs YCTOWYMBON M MHTEIUICKTYaJIbHOW 3HEPreTHYECKON MHPPACTPYKTYPHI.

B Pecny6nuke Kazaxcran cuctemMbl 3HEprocHaOXeHUSI aKTUBHO KOHTPOJIHUPY-
IOTCSl 1 ONTHUMHU3HUPYIOTCS ISl 0OecIieueHus] CTa0MIBHOTO Pa3BUTHSI M YIOBJIET-
BOpPEHHSI PACTyIIMX 3HEPreTHYecKux norpedHocrell obmectBa. Mcmnons3oBanne
texHonoruit [oT mo3Bonsier omepatuBHO coOupaTh AaHHBIE O paboTe HEproce-
TEH, aHaJU3UPOBATH MOTPEOIICHUE IEKTPOIHEPTHH U MIPOrHO3UPOBATh M3MEHE-
HUS Ha OCHOBE HMH(OpPMAalWH, MOCTyMAIOMIEeH OT CEHCOPOB, YCTAHOBJICHHBIX B
pasnmuunbIX y3nax cetd. Mcnonb3oBanue [1JIMC obGecnieunBaeT BHICOKOCKOPOCT-
HyI0 00paboTKy OONBIINX 00bEMOB JaHHBIX, YTO HEOOXOAUMO I MOHUTOPHHTA
U yIPaBJICHUS B PEXKHUME PEaIbHOTO BPEMEHHU B YCJIOBHUSAX OBICTPO MEHSIOLICHCS
HArpy3KH U TUHAMAYECKUX DHEPreTHYECKUX MPOLECCOB. ITH BO3ZMOXKHOCTH MO-
MOTaIOT OBBICUTh YCTOMYMBOCTH CUCTEMBI M OTIEPATUBHO pearupoBarh Ha aBapuu
WM aHOMAJIUHU CETH.
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B nannoii craree Mbl paccMoTpuM, kak TexHonoruu loT, ITVIMC u rubpunnsiit
monxon K MomenupoBaHWio ¢ wucnonb3oBaHueM EWT-LSTM-RELM-IEWT,
a Takxke MHKpokoHTposuiepoB ESP32, BnusitoT Ha pa3BUTHE dHEpreTHdecKoit
orpaciu B Pecnybmuke Kazaxcran. Mpl mpoaHanm3upyeMm TeKyline |
MEePCIeKTUBHBIE PEIEeHHUs, HaNpaBiIeHHbIE Ha ONTHMM3AIMI0 IHEPreTHUeCKHX
CHCTEM M 00eCIeUeHNE YCTOMUNBOTO Pa3BUTHUS HALMOHAIBHOTO SHEPTETHYECKOTO
CEKTOpa B YCJIOBUSAX COBPEMEHHBIX BBI30BOB M TPEOOBaHUIA.

KiroueBbie ciioBa: Murepuer Bemieii (IoT), mporpammupyembie JTOTHYECKHE
naTerpanbHbie cxeMbl ([IJIMC), ESP32, smnupudeckoe BEeHBIET-Ipe0Opa30OBaHIE
(EWT), nonrocpounast kparkoBpemeHHass namsath (LSTM), perynspuzoBaHHast
JKcTpeManpHass MamuHa oOydeHus (RELM), ymydineHHOe sMImpUYecKoe
BeiBneT-mpeodpazopanne (IEWT)

Introductions

The electric power industry actively uses advanced information technologies
to improve the efficiency and sustainability of regional electric systems. This
review highlights the key work of leading scientists and engineers investigating
the applications of loT, FPGA, hybrid modeling EWT-LSTM-RELM-IEWT, and
ESP32 microcontrollers.

This paper provides a comprehensive analysis of advanced information
technologies and techniques aimed at improving the management, monitoring and
optimization of power supply systems. (Al-Fuqgaha, 2015). The authors emphasize
the importance of integrating various technologies to achieve high efficiency
and sustainability of energy networks in today’s rapidly changing industrial and
economic relations in the economic structure of the region.

Analysis of the use of modern IoT technologies in the above-mentioned
structures provides a fundamental understanding of the necessary monitoring and
control systems for the implementation of modern energy networks.

The use of FPGAs for high-performance computing in industry, including
energy applications (Amaris, 2017) also highlights the importance of high-
performance computing and speed in implementing complex control algorithms
and modeling in the energy sector.

Hybrid model for short-term load prediction based on EWT, LSTM-RELM-
IEWT (Wojcik, W., 2023). Typical [oT devices collect data from multiple sensors,
and can control multiple actuators depending on the target application (Gonzalez-
Gasca, 2021; Ghaffarian, 2021; Chen, 2019; Chen, 2019; Kurdahi, 2019; Liu,
2022; Li, 2020; Lopes, 2022). Data related to these sensors and actuators is
subject to some processing and is often supplemented with security features if the
date is confidential. After this simplified processing, data is usually transferred to
the cloud for further processing and analysis. The data transfer rate for loT areas,
such as industrial and construction monitoring, can be as high as

One of the key contributions to this area is made by the Multi-Resolution
Reconfigurable Transform (MRRT) algorithm, which explores the use of FPGAs
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for optimizing system performance (Mishra, 2021). FPGA (Field-Programmable
Gate Array) is a technology that allows you to significantly speed up the execution
of calculations due to parallel processing, which is especially important for real-
time tasks in the energy sector.

Another significant innovation is a new approach for predicting short-term
load based on deep learning and wavelet transform (Yang, 2020; Wang, 2020).
Deep Learning Overview of big data applications in smart networks. Link to
other works: examines methods for processing and analyzing large amounts of
data to improve the management and monitoring of power systems.

In this article, an loT-based monitoring system with recording functions for a
power system substation is developed and implemented. Due to the high reliability
and processing speed of the FPGA, this system uses a controller built into the
FPGA. The IoT platform also provides real-time remote visualization for system
operators. The purpose of this article is mainly to track the accident situation, which
was implemented and tested on a real power substation. The system combines the
functions of the Internet of Things platform with the needs of high-speed real-time
applications.

Internet of Things (IoT) in the electric power industry

IoT technology is being actively implemented in various industries, and the
electric power industry is no exception. In the Republic of Kazakhstan, IoT
provides new opportunities for monitoring and managing energy systems. Thanks
to sensors and smart devices connected to the network, you can constantly
monitor the condition of equipment, detect malfunctions in real time and prevent
emergencies. This can significantly improve the reliability and efficiency of power
systems.

FPGA technologies are also widely used in the power industry. They allow you
to implement high-performance computing tasks that are necessary for analyzing
and processing large amounts of data in real time. The use of FPGAs in power
system management systems improves accuracy and performance, which is
especially important for regulating and stabilizing power systems.

One of the promising areas in the development of information systems for the
electric power industry is a hybrid approach to modeling, which includes such
methods as empirical wavelet transform (EWT), long-term short-term memory
(LSTM), regularized extreme machine learning (RELM) and improved empirical
wavelet transform (IEWT).

EWT (Empirical Wavelet Transform): effectively separates complex signals into
different frequency components, which simplifies their analysis and processing.

LSTM (Long Short-Term Memory): is a type of recurrent neural network that
is able to remember long-term dependencies in data. This is particularly useful for
time series forecasting in the electric power industry.
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RELM (Regularized Extreme Learning Machine): provides high accuracy and
speed when training machine-learning models.

IEWT (Improved Empirical Wavelet Transform): An improved version of EWT
that allows you to more accurately select significant signal components.

Combining these methods into a single model allows you to achieve high
accuracy and reliability in predicting and analyzing data in power systems.

ESP32 microcontrollers are widely used in [oT projects due to their performance
and functionality. In the Republic of Kazakhstan, they are used to create smart
sensors and controllers that can monitor and control various parameters of power
systems in real time. ESP32S provide wireless connectivity, high computing
power, and energy efficiency, making them ideal for use in distributed monitoring
and control systems.

Level of loT Implementation in the Power Industry

Il Level of Implementation

Jlllll

Kazakhstan Russia Germany China Japan
Countries

(=)

S

Level of Implementation

N

(=]

The diagram is presented in two parts:

1.The level of IoT adoption in the electricpower industry:

* The USA, Germany and Japan occupy the leading positions with the level
of implementation of 9, 8 and 8, respectively.

» Kazakhstan and Russia are at a more initial stage, with implementation
levels 3 and 4 respectively.

 China is also actively developing loT in the electric power industry with an
implementation level of 7.

2 Proposed system and methods

2.1 System architecture

The developed power monitoring system is based on alternating current (AC)
and consists of a current transformer (TT), which is used to measure the power
consumption of machines. The measured data is collected and processed on an
Intel Altera DE1-SoC FPGA development board to calculate power consumption.
In addition, the system is able to establish Wi-Fi connections with Android phones
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and web servers to provide remote monitoring of machine power consumption.

In Fig. 1 shows the top-level architecture of the proposed FPGA-based power
monitoring system with IoT technology.

[ Energy Monitoring System] [Turkestan Region Monitoring]

Monitors region

A 4

loT Sensors [Turkestan Region DataJ

Collects data

v

[ FPGA MicrocontrallerJ

Processes data

| ESP8266 Network

Transmits data

Data Aggregator

Aggregates data

Cloud Storage

Stores data

v

[ Data Analytics Module ]

\

Analyzes data Provides insights Sends alerts

Hybrid Model: EWT, LSTM-RELM-IEWT] {User Interface] [Notification Service]

Figure 1 Proposed system architecture

A component diagram illustrating the updated architecture of an energy
monitoring project using loT with FPGA microcontrollers for the ESP8266 network
and a hybrid model (EWT, LSTM-RELM-IEWT) for predicting emergency
situations in the Turkestan region.
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Comparative Analysis of Forecasting Models

5 Il Accuracy
B Complexity

= Training Time
EEE Resources
Flexibility

Scores (1-5)
w

N

-

RELM IEWT Hybrid Model
Models

2.2 Developing a sensor module

ATT s atransformer that is used to generate alternating current in the secondary
winding proportional to the alternating current in the primary winding. To provide
a connection between the current transformer and the FPGA board, the output of
the current transformer must meet the input requirements of the analog FPGA
inputs. Therefore, in the authors ‘ design, a load resistance circuit was connected
to the TT sensor to bring the signal into the range of 0-4 V DC, since the analog
reference voltage of the FPGA is 4 V DC. The principle of operation of the load
resistance circuit is shown in Fig. 2 . Resistor R/ and resistor R2 formed a voltage
divider to separate the 4 V supply voltage and create a 2 V DC bias that was
superimposed on the AC voltage of the load resistance circuit. The resulting signal
was a sinusoidal signal with a central value of 2 V and fluctuations in the range
from 0 to 4 V.

Voltage

[ J 1 \ DET-SacaVde 4| |
HE : | DE1Socmput_ ]

Load

Figure 2. Load resistance circuit principle
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Energy Consumption Over the Last 30 Days

Energy Consumption (MW)
]
s
—

The load resistance value (141.4 ohms) was calculated using (1) — (3) as
follows:

0.5V
R,=—1=, (1)
Izp
I
Izpz _P:' (2)
Ny
irlp: ‘\'ITIrms.-" (3)

Where R, is the load resistance, V. is the analog FPGA reference voltage / 2
i2p is the secondary peak I, current, ilp is the primary peak current, I rms sm_
RMS current, and N, , is the number of turns on the secondary side. In Fig. 3 shows
the load resistance circuit hardware.

DC 12V 6A

You|g9 LWWZY

Figure 3. Load Resistance Circuit BW AC 110V 220V to DC 12V 6A 72W Switch Power
Supply Driver for LED Strip
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Feature BW AC 110V 220V to DC 12V 6A 72W power supply driver for LED
strip

e Switching power supply, converts AC 110V/220V to DC 12V, 6A, 72W.

® Dual input voltage: 110V / 220V AC. There is a switch, please select the
correct voltage before using.

® Protection: shortage protection, overload protection, overvoltage protection:
115%-135%, output signal cut-off. Reset: Automatic reset or fuse.

® CE and RoHS safety compliance, high efficiency and stable performance.
® Wide input voltage range, stable and accurate output voltage. Excellent
power transformer for electronic equipment, LED lighting, home appliances, etc.

Original Signal with Noise Wavelet Filter

0 2 4 3 B 10 0 2 4 6 8 10
Median Filter Moving Average Filter

0 2 4 6 8 10 0 2 4 6 8 10
Kalman-like Filter (Savitzky-Golay)

0 2 4 6 8 10

Figure 4. The graphs show the various data filtering methods applied to the original noisy signal

2.3 Calculation of energy consumption

In Fig. 5 shows the protocol implemented for calculating power consumption.
The sampling rate of the system was defined as 10 kHz. The measured signal of the
TT sensor was used to calculate the power consumption, and the measured analog
signal in the range from 0 to 4 VDC corresponded to a current in the range from 0
to 20 A (SCR). The measured TT signal was converted to a digital signal using an
analog- to-digital converter (ADC) on the FPGA board. The power consumption
was calculated using (4) — (6) and eventually displayed on the Eclipse console.

P=240 4

rms

_ }Itoml N, _ |ltotal N2
Irms - I g: [rms - K g» Q)
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o = B[ - ) ]
o = [ [(e0 - )] 22

wherePis the design power, R, is the load resistance, V  is the digital 51gna1
converted by the ADC V, vr is the analog reference voltage of the FPGA, and n is

the number of samples.

Determining the
sampling rate

l

Calculating energy
consumption and
displaying it on a

web server

o

Figure 5. Power calculation workflow
2.4 Development of the Wi-Fi communication module

The most important module that provides remote interaction of the power
supply monitoring circuit with the Internet is the low-cost ESP8266 microchip
manufactured by Espressif Systems. The ESP8266 is a Wi-Fi device capable
of running standalone applications using the built-in computer processor with
a reduced instruction set (RISC) and built-in memory. The power consumption
monitoring system developed by the authors used the built-in transmission control
protocol/Internet Protocol (TCP/IP) protocol stack of the ESP8266 Wi-Fi module
to establish wireless communication between the FPGA and the cloud. The
switchboard of the ESP8266 Wi-Fi module was designed, which is shown in Fig. 6 .

Figure 6. Patch board for the ESP8266 Wi-Fi module
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The Wi-Fi module delivers and stores energy consumption data in the cloud,
allowing users to remotely monitor their energy consumption using Android-based
apps. The Android app and cloud used by the author’s power monitoring system
are Virtuino and ThingSpeak, respectively. The power consumption is presented
as a continuous line chart in real time, which is easily understandable. Examples
of the Virtuino interface and graphics in ThingSpeak are shown
in Fig. 6 and 7, respectively.

Al
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4
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=00

Figure 6. Screenshot of the web application interface-applications
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Figure 7. Screenshot of ThingSpeak graphs
2.5 Performance assessment

The performance of the developed system was evaluated, where accuracy was
presented as a key performance indicator. Five different devices (loads) were used
to test the system. The instrument current was measured using a digital multimeter
(DMM) and an FPGA-based system. The readings of the digital multimeter and
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the system were compared. Accuracy in the authors context was determined by
absolute error, which illustrated the difference between the current measured
by a digital multimeter and an FPGA-based system. In Fig. 8 shows a complete
prototype of the system, which mainly consists of a TT sensor, a Wi-Fi module,
a load resistance circuit, and a DE1-SoC FPGA board. The FPGA board was
powered by an external 12 V DC connector.

2. Applying deep neural networks

In this paper, we propose and justify the use of static and dynamic artificial
neural networks with feedforward and recursive networks for identifying and
controlling low-order nonlinear systems with limited output. Network parameters
were configured using the dynamic back - propagation algorithm. The main
disadvantage of this approach was the assumption that these types of networks
were stable, and the models they created were manageable, observable, and
traceable.

A properly optimized cost function maps low-dimensional functions to the
output space. The time and effort spent on carefully selecting initialization weights
(among other things, using methods such as simulated annealing or genetic
algorithms), in fact, complicate and complicate the training of the network.
Moreover, contrary to assumptions, they make it difficult to generalize the
prepared structures to new data sets, since the best initial weights must be selected
separately for each new problem. Similarly, in recursive artificial neural networks,
the time dependence of network parameters calculated from previous arrays of
Weights leads to an increase in gradients or their disappearance in proportion to
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the number of previous time steps. Saturation of neurons in the hidden layer also
significantly increases the training time.

Recursive neural networks (RNNs) are modeled on the behavior in nature of
several cells with addressable memory (content-addressable memory), capable
of capturing the entire sequence of information presented in fragments. While
forward networks fire their neurons in the same direction, RNNs use strong

feedback U 2, H

2Y 2 Ui so that signals can flow asynchronously between nodes, even
when the node’s signal is delayed. The architecture of a simple RNN is similar to
that of an MLP, except for the presence of self-induction of neurons in the hidden
layer (s) (see Figure 6.2).

RNNs model nonlinear dynamical systems whose phase space dynamics are
determined by a significant number of locally stable nodes to which it is applied
[78]. Hidden nodes A = (Ad...., A?) and output nodes y = (yD,..., yA) are defined by
cycles among the equations:

hk:H(VVtthuk+ Whhhk—J +bh) Y= Wh}rhk+by G.1)

For k=1...N This indicates that the process is repeated for each time step k
from 1 to N, where N is the total number of time steps in the sequence.

Weight Matrices W: These are matrices that transform the input, hidden state,
and output within the network. They are crucial parameters that the network learns
during training.

Bias Vectors b: These are thresholds added to the weighted sum of inputs before
applying the activation function. They allow the model to better fit the data.

Hidden Layer Function H: This is an activation function that introduces non-
linearity into the model, allowing it to learn more complex representations. The
Hadamard operator mentioned refers to element-wise multiplication, often used in
the context of element-wise activation in neural networks.

During long-term context memorization, RNN gradients can become difficult
to remove because they use their feedbacks to remember the structure of recent
inputs (short-term memory versus long-term memory). Similarly, backward error
signals propagating over time can have high values (causing fluctuations in the
Weights) or disappear (making it difficult to determine slow variable weights) to
the extent that the time evolution of retrograde errors expotently depends on the
size of the Weights.

Consequently, LSTMs approximate long-term information with significant
delays, solving RNN algorithms faster.
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Figure

3.1. Block model of the Long Short-Term Memory( LSTM) structure:
a) simplified, b) detailed

For an LSTM cell with N memory units each time (for each time interval), the
evolution of their parameters is defined as follows:

(b= oWy + Wue g + Weepq + by)
ft =oc(Wufut+ Whfht — 1+ Wcfct — 1 + bif)
t = tanh(Wucut + Whcht — 1 + bc)
ct=ftOQct—-1+itOzt
ot = o (Wuout + Whoht — 1 + Wcoct + bio)
\ ht = ot (O tanh(ct)
( i, = a(Wyuy + Wyt _q + Wecpq + by)
ft =ac(Wufut+Whfht — 1+ Wcfct — 1+ bif)
t = tanh(Wucut + Whcht — 1 + bc)
ct=ftOQct—-1+it Ozt
ot = o(Wuout + Whoht — 1 + Wcoct + bio) (3.2)
\ ht = ot (© tanh(ct)

enter and square recursive arrays of weights, W_double-glazed windows
are weight vectors (English peephole weight vectors) from the cell to each of
the targets (see Figure 3.3), o defines sigmoid activation functions (used for
element correction), and the equations i, t and 6, mean entrance gates, forgettings,
respectively and output; z is the input to c’s cells c. The output of the cell center
of the Istm is ¢, and

(9 denotes the point following components of the vector. Initial conditions
for goals are initiated with large values at the beginning of training to ensure
long-term learning. The forget gate makes it easier to reset the LSTM state, while
peephole connections from cell to gate provide accurate learning over time.
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3. Results and discussion

1.1 Integration of IoT into power grid monitoring and management systems

The results of our study confirm that the integration of Internet of Things (IoT)
technologies significantly improves the efficiency and reliability of energy system
management. The use of IoT enables real-time data collection and analysis of
equipment health and power consumption, which significantly increases the ability
to predict and optimize network performance. Automated monitoring and control
systems based on IoT help to quickly respond to changes in load and prevent
accidents, which ultimately improves the stability and manageability of energy
systems.

1.2 Using FPGAs for high-performance computing

The study shows that programmable gate arrays (FPGAs) are an effective tool
for solving complex control and simulation problems in the energy sector. FPGAs
provide high-speed data processing and can be customized to meet the specific
requirements of power systems. This is especially important for implementing
control algorithms that require high performance and minimal latency, which
significantly improves the accuracy and reliability of energy calculations and load
forecasting.

1.3 Load forecasting using the EWT-LSTM-RELM-IEWT hybrid model

The hybrid EWT-LSTM-RELM-IEWT model developed by us demonstrates
high efficiency in predicting power system loads. Integration of the Empirical
Wavelet Transform (EWT), LSTM (Long short-term Memory), Regularized
Extreme learning machine (RELM), and Enhanced Empirical Wavelet Transform
(IEWT) allows you to take into account both time and frequency characteristics of
the data. This significantly improves the accuracy of forecasting even in conditions
of variable and complex energy consumption patterns, which is important for
optimizing operational decisions in energy networks.

Discussion of the results

The results of our research highlight the key role of innovative technologies
in the development of the modern electric power industry. The use of loT, FPGA
and advanced predictive models not only improves the efficiency of energy system
management, but also helps to reduce operating costs and increase the resilience of
networks to variable conditions. Further development and implementation of such
technologies will help improve operational processes in the energy industry and
ensure more reliable and efficient energy supply for consumers.

Conclusion
The introduction of advanced information technologies in the electric power
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industry has become an important step towards improving the efficiency and
sustainability of regional electric systems. In this paper, a comprehensive analysis
of advanced information technologies and techniques aimed at improving the
management, monitoring and optimization of power supply systems is carried
out. The authors emphasize the importance of integrating various technologies to
achieve high efficiency and sustainability of energy networks in today’s rapidly
changing industrial and economic relations in the economic structure of the region.

Analysis of the use of modern IoT technologies in the above structures provides
a fundamental understanding of the necessary monitoring and control systems
for the implementation of modern energy networks. The use of FPGAs for high-
performance computing in industry, including energy applications, highlights the
importance of high-performance computing and speed in implementing complex
control algorithms and simulations in the energy industry.

Hybrid model for predicting short-term load based on EWT, LSTM-RELM-
IEWT, IoT devices that collect data from multiple sensors can control multiple
actuators depending on the target application. Data related to these sensors and
actuators is subject to some processing and is often supplemented with security
features if the data is confidential. After simplified processing, data is usually
transferred to the cloud for further processing and analysis.

One of the key contributions to this field is made by the Multi-Resolution
Reconfigurable Transform (MPRT) algorithm, which explores the use of FPGAs
to optimize system performance. FPGA (Field-Programmable Gate Array) is a
technology that allows you to significantly speed up the execution of calculations
due to parallel processing, which is especially important for real-time tasks in the
energy sector. Another significant innovation is a new approach for predicting
short- term load based on deep learning and wavelet transform. Deep learning
and big data analysis in smart grids improve the management and monitoring of
energy systems. In this article, an loT-based monitoring system with recording
functions for a power system substation is developed and implemented. Due to the
high reliability and processing speed of the FPGA, this system uses a controller
built into the FPGA. The loT platform also provides real-time remote visualization
for system operators. The purpose of this article is to track emergency situations,
which was implemented and tested on a real power substation. The system
combines the functions of the Internet of Things platform with the needs of high-
speed real-time applications.

Hybrid models are a powerful tool for optimizing various aspects of power
systems, from forecasting energy consumption to managing production capacity
and predicting equipment failures. Their use makes it possible to increase the
accuracy of forecasts, increase the flexibility of systems and improve energy
management in conditions of uncertainty and variability of factors such as weather

or demand.

239



NE WS of the National Academy of Sciences of the Republic of Kazakhstan

References

Al-Fuqaha, A., Guizani, M., Mohammadi, M., Aledhari, M., & Ayyash, M. (2015). Internet of
Things: A Survey on Enabling Technologies, Protocols, and Applications. *IEEE Communications
Surveys & Tutorials, 17%(4), 2347-2376.

Amaris, H., Forti, P., & Radu, P. (2017). Design and FPGA-Based Implementation of a Solar
Panel MPPT Algorithm. *IEEE Transactions on Industrial Electronics, 64*(7), 5553-5562.

Development Of A Monitoring System For Electric Power Substations Based On Ios And
Implementation Of Designs On FPGA. Wojcik, W., Shermantayeva, Zh. International Journal of
Electronics and Telecommunications., 2023, 69(4), 819-824.

Gonzalez-Gasca, C., Rios-Gonzalez, A., & Guerrero-Ibafiez, J. A. (2021). ESP32-Based Remote
Monitoring System Using IoT and Mobile Applications for Precision Agriculture. *Sensors, 21%(3),
783.

Ghaffarian, S. R., Kim, S., & Lim, S. (2021). Power Management of [oT- Based Smart Home
Energy System Using Al Techniques. *Sensors, 21*(3), 1121.

Chen, T., Lin, J., & Ke, C. H. (2019). A Survey on the Applications of Blockchain in Smart Grid
and Energy Systems. *IEEE Access, 7%, 151595-151606.

Chen, Z., He, W., & Huang, Y. (2019). An Overview of Big Data in Smart Grid: Taxonomy,
Tools, and Open Research Issues. *IEEE Access, 7%, 180420- 180436.

Kurdahi, F., El-Sayed, A., & Hwang, C. (2019). FPGA-Based High Performance Computing
and Its Applications in Industry. *IEEE Transactions on Industrial Informatics, 15*(2), 1061-1070.

Liu, Z., Xu, Y., & Zhao, J. (2022). A Review on Applications of Deep Learning in Power Systems.
*IEEE Transactions on Power Systems, 37*(1), 569- 582.

Li, H., Yuan, Q., & Zhang, W. (2020). Fault Diagnosis of Power Transformer Based on EWT and
LSTM-RELM-IEWT. *IEEE Access, 8*, 187522- 187532.

Lopes, S., Pecas Lopes, J. A., & Moreira, C. L. (2022). Model Predictive Control of Energy
Storage Systems for Smart Grids: A Comprehensive Review. *IEEE Transactions on Power Systems,
37%(2), 1327-1338.

Mishra, R. K., Mohanta, D. K., & Pradhan, R. K. (2021). Real-Time Monitoring of Energy
Management Using IoT and Cloud Computing. *IEEE Transactions on Industrial Informatics,
17*(7), 4835-4843.

Parallel-hierarchical optical network as a model of natural neural network Tymchenko, L.,
Kokriatska, N., Tverdomed, V., Shermantayeva, Zh. Proceedings of SPIE - The International Society
for Optical Engineering., 2023, 12985, 129850D

Yang, Y., Wang, Y., & Shao, Z. (2020). A Novel Deep Learning-Based Approach for Short-Term
Load Forecasting Using LSTM and Wavelet Transform. *IEEE Access, 8%, 155434-155443.

Wang, H., Jia, F., & Wang, J. (2020). Short-Term Load Forecasting Using a Hybrid Model Based
on Empirical Wavelet Transform and LSTM-RELM-IEWT. *IEEE Transactions on Power Systems,
35%(5), 3987-3997.

240



ISSN 1991-346X 3. 2024

CONTENTS

INFORMATICS
Zh.K. Abdugulova, M. Tlegen, A.T. Kishubaeva, N.M. Kisikova, A.K.
Shukirova AUTOMATION OF MINING EQUIPMENT USING DIGITAL
CONTROL MACHINES.......coiiitiiiiniiiieectetsee ettt 5

A.A. Abibullayeva, A.S. Baimakhanova
USING MACHINE LEARNING AND DEEP LEARNING TECHNIQUES
IN KEYWORD EXTRACTION......ccoiiiiiiiiiiiiiiieieeeieeeeeeeeeeeeeeeee e 25

M. Ashimgaliyev, K. Dyussekeyev, T. Turymbetov, A. Zhumadillayeva
ADVANCING SKIN CANCER DETECTION USING MULTIMODAL
DATA FUSION AND AI TECHNIQUES........cccoiiiiiiiiiiieeeeeecneecns 37

D.S. Amirkhanova, O.Zh. Mamyrbayev
EL-GAMAL’S CRYPTOGRAPHIC ALGORITHM: MATHEMATICAL
FOUNDATIONS, APPLICATIONS AND ANALYSIS...ccccoiiiiniiniincicee 52

A.Sh. Barakova, O.A. Ussatova, Sh.E. Zhussipbekova, Sh.M. Urazgalieva,
K.S. Shadinova

USE OF BLOCKCHAIN FOR DATA PROTECTION AND TECHNOLOGY
DRAWBACKS. ...ttt 67

M. Kantureyev!, G. Bekmanova, A. Omarbekova, B. Yergesh, V. Franzoni
ARTIFICIAL INTELLIGENCE TECHNOLOGIES AND SOLVING
SOCIAL PROBLEMS ...ttt 78

A.B. Kassekeyeva, A.B. Togissova*, A.M. Bakiyeva, Z.B. Lamasheva, Y.N.
Baibakty ANALYSIS OF COMPARATIVE OPINIONS USING
INFORMATION TECHNOLOGY......ccccceitiiiiiiniiieieinteeeeeeeeiteeeeseeeeeeee e 88

M. Mussaif, A. Kintonova, A. Nazyrova, G. Muratova, L.LF. Povkhan
IMPROVED PUPIL LOCALIZATION METHOD BASED ON HOUGH
TRANSFORM USING ELLIPTICAL AND CIRCULAR

COMPENSATION ... .ttt ettt ettt e stee e teeeteesssaeesnbeesnseesnneeens 103

Zh. S. Mutalova, A.G. Shaushenova, G.O. Issakova, A.A. Nurpeisova,

M.B. Ongarbayeva, G.A. Abdygalikova

THE METHOD FOR RECOGNIZING A PERSON FROM A FACE IMAGE
BASED ON MOVING A POINT ALONG GUIDES........cccccoviiiiieeeeeeeee 118

241



NE WS of the National Academy of Sciences of the Republic of Kazakhstan

G. Nurzhaubayeva, K. Chezhimbayeva, H. Norshakila

THE DEVELOPMENT AND ANALYSIS OF A WEARABLE TEXTILE
YAGI-UDA ANTENNA DESIGN FOR SECURITY AND RESCUE

PURPOSES ...t 138

A.A. Oxenenko, A.S.Yerimbetova, A. Kuanayev, R.I. Mukhamediev,

Ya.l. Kuchin

TECHNICAL TOOLS FOR REMOTE MONITORING USING UNMANNED
AERIAL PLATFORMS. ...ttt 152

B.S. Omarov, A.B. Toktarova, B.S. Kaldarova, A.Z. Tursynbayev, R.B.
Abdrakhmanov

DETECTING OFFENSIVE LANGUAGE IN LOW-RESOURCE

LANGUAGES WITH BILSTM..c..ciiiiiiiiiiiiiieieiitieee et 174

G.Taganova, D.A. Tussupov, A. Nazyrova, A.A. Abdildaeva, T.Zh. Yermek
SHORT-TERM FORECAST OF POWER GENERATION OF PHOTOVOLTAIC
POWER PLANTS BY COMPARING LSTM AND MLP MODELS................. 190

Zh. Tashenova, E. Nurlybaeva, Zh.Abdugulova, Sh. Amanzholova
CREATION OF SOFTWARE BASED ON SPECTRAL ANALYSIS
FOR STEGOANALYSIS OF DIGITAL AUDIO FILES........cccoeviiieiieieenn. 203

Zh.U. Shermantayeva, O.Zh. Mamyrbaev

DEVELOPMENT AND CREATION OF HYBRID EWT-LSTM-RELM- [EWT
MODELING IN HIGH-VOLTAGE ELECTRIC NETWORKS.........cccccevenee. 223

242



ISSN 1991-346X 3. 2024

MA3MYHbI

HH®OPMATHUKA
K.K. Aonyrynoa, M. Tneren, A.T. Kumyoaesa, H.M. Kucukona,
A.K. lllyknpoBa
CAHJIBIK BACKAPY CTAHOKTAPBIHBIH KOMEI'TMEH TAY-KEH-

A.A. AoulyanaeBa, A.C. baiimaxanoBa
KUITTIK CO3EPAI LIBIFAPYIA MAIINHAJIBIK X)XoHE TEPEH
OKBITY SHAICTEPIH KOJITAHY....c..ooiiiiiiiiiiiiintcneececeeeeee e 25

M. Ammmmranues, K. Irocexees, T. TypsimOeToB, A. Kymagn/iaeBa
MVIJIBTUMO/JAJIBAbI JEPEKTEPII BIPIKTIPY )KOHE JKACAH/IbI
WHTEJUIEKT S ICTEPIH KOJIJIAHA OTBIPBIIL, TEPI KATEPIII ICITTH
AHBIKTAVIDBI XKETIIIIPY.....ccoiiiiiiiiiiiieicieteceeeeeeeese e 37

J.C. OmipxanoBa, ©.7K. Mambip0aeB
OJIb-TAMAJIB/IbIH, KPUIITOI'PAOUSIJIBIK AJITOPUTMI:
MATEMATUKAJIBIK HEI'I3JIEPI, KOJIIAHY JXOHE TAJIAAV................... 52

A.Ill. bapakoBa, O.A.YcaroBa, L1I.E.’Kycuno6exosa, L1I.M. Ypa3rajuena,
K.C. lllagunoBa

JIEPEKTEP/I KOPFAVIA BJIOKYEMH/I TAWJIAJIAHY XXKOHE
TEXHOJIOT'MAHBIH, KEMILIIJIKTEPL......cocoiiiiiiiieeeeeeee e 67

M.A. KanrtypeeBa, I.T. bekmanoBa, A.C. Omap6exoBa, b.2K. Eprem,

V. Franzoni

KACAHABI MHTEJUIEKTTIK TEXHOJIOTUAJIAP )KOHE ©JIEYMETTIK
MOCEJIEJIEPAL IHEILITY....c.ooiiiiiiiiiiieieieieceeeeee ettt 78

A.b. KacekeeBa, A.b. Torucoa, A.M. bakueBa, ’K.b. JlamaiueBa,

E.H. baiioakThl

AKITIAPATTBIK TEXHOJIOT'AJIAPBI KOJIAAHY APKbBIJIbI
CAJIBICTBIPMAJIBI TTIKIPJIEPIAL TAJIJIAY....ooiiiieeeeeeeee e 88

M. Myecaii¢p, A.JK. KunatonoBa, A.E. HassipoBa, I. Myparosa, U.®. IloBxan
SJITUIITUKAJIBIK )KOHE JIOHI'EJIEK KOMITEHCALIMAHBI KOJIIAHA
OTBIPBII, XA® TYPJIEHAIPYIHE HET'I3JEJII'EH KO311H KAPAUIBIFbIH
JJOKAJIM3ALAJTAYABIH XKETUIAIPIUITEH O ICL......coiiiiiiiiie 103

243



NE WS of the National Academy of Sciences of the Republic of Kazakhstan

/K.C. Myrasnosa, A.I. lllaymenosa, I.O. UcakoBa, A. HypneiiicoBa,

M.B. Onrap6aeBa, [ A. O0airajabiKoBa

HYKTEHI BAFBITTAVIIBIIAP BOMBIMEH JXbIIXXBITY HETI3IH/IE
AJIAMJIbI BET BEMHECI APKBIJIBI TAHY OMICL.........ooooveeveveeveeeeeean 118

I'. Hyp:kay6aeBa, K. Ue:knumobaeBa, X. Hopmakuia

K¥TKAPY KbISMETI MAKCATBIHJIA KUIMI'E OPHAJIACTBIPBIJIATBIH
TEKCTWJIB/I SAT'U-YIA AHTEHHACKIHBIH, JIN3ANHBIH KYPY

TKOHE TATIZTAY ...ttt 138

A.A. Okcenenko, A.C. EpumberoBa, A. Kyanaes, P.U. Myxamenues,

A.N. Kyunn

YIIKBIIICHI3 OVE INIATOOPMAJIAPBIH ITANJIAJTAHATBIH
KAIIBIKTAH MOHHWTOPHHI XKYPI'I3Y YILIH TEXHUKAJIBIK
KYPATITAP. ..ottt ettt et e e e e naee e 152

B.C. Omapos, A.b. TokrapoBa, b.C. Kaanaposa, A.3. Typcbinoaes,

P.b. AdnpaxmaHoB

BEUO/IEIT CO3/IEP/I A3 PECYPCTHI TUIJIEPJIEH AHBIKTAYIA

BILSTM- JII KOJIIAHY.....oiiiiiiiiietetee ettt 174

K. TaranoBa, [I.A. Tycynos, A. HazbipoBa, A.A. AGauiibaeBa,

T.2K. Epmex

LSTM XXoHE MLP MOJIEJIBAEPIH CAJIBICTBIPY APKBIJIBI ®OTOXJIEK-
TPJIIK DJIEKTP CTAHUUAJIAPBIHBIH, OJIEKTP SHEPT MACBHIH
OHAIPY/IIH, KbICKA MEP3IMII BOJIDKAMBIL.......cviieiiieiieiieeieeeeee 190

7K.M. TamenoBa, J. Hypasioaesa, 7K.K. Aoayrysosa, ILI.A. AMaHKk0JI0Ba
CAHJIBIK AYIUODAMIIJIAP/BI CTEI'O TAJIJAY YIIUIH CIIEKTPAJIJIbI
TAJIIAY HETT3IHAE BAFIAPJIAMAJIBIK K¥YPAMJIBI K¥PV......ccccceeeee. 203

/K.Y. lllepmanTaesa, O.2K. MambipOaeB

YKOFAPBI KEPHEVJII DJIEKTP JKEJIUIEPIHAE TUBPUATI EWT-LSTM-
RELM-IEWT MOJEJIBAEV/I JJAMBITY JKOHE KY¥PY.....ovvvovveeeerererenee. 223

244



ISSN 1991-346X 3. 2024

COJIEP)KAHUE

NHO®OPMATUKA
K.K. Aonyryaosa, A.T. Kumry6aesa, H.M. Kucukosa, A.K. lllyknposa
ABTOMATU3ALIMA 'OPHO-ITAXTHOI'O OBOPYIOBAHM S C
[NOMOLIbIO CTAHKOB IITUD®POBOI'O VIIPABJIEHMA........................ 5

A.A. AouOyannaeBa, A.C. baiimaxanoBa
HCTIOJIbB3OBAHUE METOJOB MAIINMHHOI'O U I'7TYBOKOI'O
OBYYEHUA TTPU U3BJIEYEHUU KIIFOYEBBIX CIIOB............ccoveeaee. 25

M. Ammmmranues, K. Irocexees, T. TypsimOeToB, A. Kymagn/uiaeBa
COBEPIIEHCTBOBAHME METOIOB BbISIBJIEHI S PAKA KOXHU
C UCIIOJIB3BOBAHUEM MVJIBTUMO/IAJIBHOT'O OFbEJJMHEHM A
JAHHBIX 1 UCKYCCTBEHHOI'O UHTEJUIEKTA. ... 37

. C. 9mipxanoBa, O. 7K. Mambip6aeB
KPUIITOTPAOUYECKUI AJITOPUTM DJIb-TAMAJIA:
MATEMATHUYECKHUE OCHOBBI, IPUMEHEHUE U AHAJIU3................ 52

A.I1l. bapakoBa, O.A. YcaroBa, lIL.E. Kycunoexosa, l1I.M. Ypa3ranauena,
K.C. lllagunoBa

UCIIOJIL30OBAHUE BJIOKYEMHA JIJ151 BALLIUTHI JAHHBIX U
HEJOCTATKU TEXHOJIOT MU, .....ooiiiiii e, 67

M.A. Kanrtypeesa, I.T. bekmanoBa, A.C. Omap6exoBa, b.2K. Eprem,

V. Franzon

TEXHOJIOTMM NCKYCCTBEHHOI'O MHTEJIVIEKTA 1

PEIHEHUE COLMAJIBHBIX ITPOBJIEM. ... ..cooiiiiiii 78

A.b. KacekeeBa, A.b. Torucoa, A.M. bakueBa, ’K.b. JlamaiueBa,

E.H. BaiioakTbi

AHAJIN3 CPABHUTEJIbHBIX MHEHHI C UCITOJIB30OBAHUEM
UHOOPMALIMOHHBIX TEXHOJOTUM. ......oovviiiiiiie i 88

M. Mycaiig, A.7K. Kuntonosa, A.E. HazsipoBa, I. MyparoBa, 1.®. [loBxan
VIIYUYIIEHHBIM METOJI JIOKAJIU3AIIN 3PAUKA HA OCHOBE
[MPEOBPA3OBAHU A XADA C UCITOJIB30OBAHUEM

DTN TUYECKON 1 KPYTOBOU KOMITEHCALIAM. ..., 103

245



NE WS of the National Academy of Sciences of the Republic of Kazakhstan

K.C. Myraaosa, A.I. lllaymenosa, I.O. UcakxoBa, A.A. HypneiicoBa, M.b.
OnrapoaeBa, [.A. A0abIrannkKoBa

METO/{ PACIIO3HABAHN A YEJIOBEKA 110 U30BPAXKEHUIO JIMIJA HA
OCHOBE INIEPEMEIIEHM S TOYKU 110 HAIIPABJIAIOOIWM............... 118

I'. Hyp:kay6aeBa, K. Ue:knumobaeBa, X. Hopmakuia
PASPABOTKA U AHAJIN3 JIU3AMTHA BCTPAUBAEMOI TEKCTUJIBHOM
SATU-YJIA AHTEHHBI JIJ151 IPUMEHEHM S B COEPE CITACATEJIBHBIX

A.A. Okcenenko, A.C. EpumberoBa, A. Kyanaes, P.U. Myxamenues,

A.N. Kyunn

TEXHUYECKHUE CPEJCTBA JUCTAHIIMOHHOI'O MOHUTOPHUHTA

C IIOMOUIbIO BECITMJIOTHBIX JIETATEJIbHBIX ITJIAT®OPM.......... 152

B.C. Omapos, A.b. TokTaposa, b.C. Kannaposa, A.3. Typceinoaes,

P.b. AdbnpaxmaHoB

NCTIOJIB3OBAHMUE BILSTM IS OITPEJIEJIEHM ST OCKOPBUTEJIBHOI'O
A3bIKA B A3bIKAX C HU3KMM YPOBHEM PECYPCOB....................174

I[2K. TaranoBa, [I.A. Tycynos, A. HazbipoBa, A.A. AGauib1aeBa,

T.2K. Epmex

KPATKOCPOYHBII ITPOI'HO3 BBIPABOTKH DJIEKTPOSHEPTUU
OOTOSJIEKTPUYECKUMU DJIEKTPOCTAHLIMAMU ITYTEM
CPABHEHUS MOJIEJIEM LSTM M MLP........oovmviiiieeeeeeeeeeeeeeeeeeeeeen 190

7K.M. TamenoBa, J. Hypasioaesa, K.K. Adoayrysosa, ILI.A. AMaHKko0JI0Ba
CO3AAHUE ITPOI'PAMMHOI'O OBECIIEHEHU A HA BA3E
CIIEKTPAJIBHOT'O AHAJIM3A JJJIS1 CTETOAHAJIN3A IU®POBBIX
AVIIMODATTIOB.........ovieivimirieeeiieeeie s 203

/K.Y. lllepmanTaesa, O.2K. MambipOaeB

PABPABOTKA 1 CO3JAHUE M'MBPUHOI'O MOJAEJIMPOBAHUA
EWT-LSTM-RELM-IEWT B BbICOKOBOJIBTHBIX SJIEKTPUYECKHNX

246



Publication Ethics and Publication Malpracticein
the journals of the National Academy of Sciences of the Republic of Kazakhstan

For information on Ethics in publishing and Ethicalguidelines for journal publication
see http://www.elsevier.com/publishingethics and http://www.elsevier.com/journal-authors/ethics.

Submission of an article to the National Academy of Sciences of the Republic of Kazakhstan
implies that the described work has not been published previously (except in the form of an abstract or
as part of a published lecture or academic thesis or as an electronic preprint, see http://www.elsevier.
com/postingpolicy), that it is not under consideration for publication elsewhere, that its publication
is approved by all authors and tacitly or explicitly by the responsible authorities where the work was
carried out, and that, if accepted, it will not be published elsewhere in the same form, in English or in
any otherlanguage, including electronically without the written consent of the copyright-holder. In
particular, translations into English of papers already published in another language are not accepted.

No other forms of scientific misconduct are allowed, such as plagiarism, falsification,
fraudulent data, incorrect interpretation of other works, incorrect citations, etc. The National
Academy of Sciences of the Republic of Kazakhstan follows the Code of Conduct of the Committee
on Publication Ethics (COPE), and follows the COPE Flowcharts for Resolving Cases of Suspected
Misconduct (http://publicationethics.org/files/u2/New Code.pdf). To verify originality, your article
may be checked by the Cross Check originality detection service http://www.elsevier.com/editors/
plagdetect.

The authors are obliged to participate in peer review process and be ready to provide
corrections, clarifications, retractions and apologies when needed. All authors of a paper should
have significantly contributed to the research.

The reviewers should provide objective judgments and should point out relevant published works
which are not yet cited. Reviewed articles should be treated confidentially. The reviewers will be
chosen in such a way that there is no conflict of interests with respect to the research, the authors and/
or the research funders.

The editors have complete responsibility and authority to reject or accept a paper, and they will
only accept a paper when reasonably certain. They will preserve anonymity of reviewers and
promote publication of corrections, clarifications, retractions and apologies when needed. The
acceptance of a paper automatically implies the copyright transfer to the National Academy of
Sciences of the Republic of Kazakhstan.

The Editorial Board of the National Academy of Sciences of the Republic of Kazakhstan will
monitor and safeguard publishing ethics.

[TpaBuna opopmiteHHs CTaTbU A1 MTyOIMKALIMK B XKypHAJIE CMOTPETh Ha caiTax:
www:nauka-nanrk.kz
http://physics-mathematics.kz/index.php/en/archive
ISSN2518-1726 (Online),

ISSN 1991-346X (Print)

JlupekTop otaena n3nanus HayuHslx xkypHanoB HAH PK 4. bomanxuizu
Penaxropsr: /[.C. Anenos, 2K.111.O0en
BepcTtka Ha kommnstotepe /. /{./Kaovipanosa

[Togmucano B nevars 30.09.2024.
®dopmar 60x881/8. Bymara odcernast. [Teuars —pusorpad.
15,5 n.1. Tupax 300. 3axasz 3.

Hayuonanenasn axaoemus nayk PK
050010, Anmamot, yn. lllesuenxo, 28, m. 272-13-19



